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Method and Device for the Automatic Recognition

of Distorted Speech Data

BACKGROUND OF THE INVENTION

Technical Field of the Invention

The invention relates to the field of automatic speech recogni-
tion and more particularly to a method and a device for proc-

essing distorted speech data for automatic speech recognition.

Discussion of the Prior Art

Automatic recognition of speech is becoming a technology which
is used for controlling all types of electronic devices like
mobile telephones or for obtaining access to services over a

telecommunication network.

It has been found that a speech signal processed during auto-
matic speech recognition may be corrupted on its way to an
automatic speech recognizer by several types of noise. One of
these is referred to as "additive" noise and corresponds to '’
stationary background noise during recognition. Furthermore,
the recognition is influenced by the frequency response of-the
transmission channel from the speaker to the audio input of the
automatic speech recognizer. The term convolutional noise has
been introduced for this type of distortion. In the following,
the terms convolutional noise and "distortion'" are used synony-
mously.

The influence of additive and convolutional noise can be ap-

proximately described in the linear spectral domain by

Y(t,f) = |H(E)|? - S(t,f) + N(f).
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where Y(t,f) represents the short-term power density spectra of
the distorted speech which are taken as input for the automatic
speech recognizer, H(f) is the unknown frequency response of
the transmission channel, S(t,f) are the short-term power
density spectra of clean speech and N(f) is the spectrum of the
additive noise. It is usually assumed that H(f) and N(f) are

almost constant or only slowly changing over time t.

In the following, the problems associated with the frequency
response of the transmission channel are considered in more
detail. It is self evident that recognition performance of an
automatic speech recognizer degrades if changing transmission
channels having different frequency responses are used. As an
example, changing frequency responses may result from the use
of different microphones (e.g. the internal microphone of a
mobile terminal and the microphone of a hands-free equipment
for this mobile terminal) or the transmission of speech over
telephone lines having different frequency responses. In gen-
eral, the problem of a degrading recognition performance is due
to the fact that the training of the automatic speech recog-
nizer is done using a first transmission channel (e.g. using
the mobile terminal's internal microphone or using a first
telephone line) and the automatic speech recognizer is then
operated using a different transmission channel (e.g. using a

hands-free equipment or a different telephone line).

Looking at the input spectrum of the automatic speech recog-
nizer in the logarithmic spectral domain and neglecting for the
moment the additive noise contribution N(f), the above product
of H(f) and S(t,f) becomes a sum:

log(Y(t,£)] = log[|H(£)|?]1 + log[S(t,f)]
It can thus be seen that in the logarithmic spectral domain the
power density spectra S(t,f) of the clean speech are shifted

under the influence of the frequency response H(f) by a con-

stant offset. Existing technologies for compensating the influ-
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ence of different frequency responses H(f) try to remove this
constant offset.

As an example, the compensation technology of Cepstral Mean
Normalization (CMN) can be mentioned (Y. Gong: "Speech recogni-
tion in noisy environments: A survey", Speech Communication,
Vol. 16, pp. 261 - 291, 1995). A possible implementation of the
CMN technique estimates the mean of each cepstral value over an
utterance. Then this mean is subtracted from the cepstral value
in each frame, a frame describing a short sequence of speech
data. The assumption made by this technique is that the average
of the cepstral over the speech interval represents the channel
distortion. The channel distortion is generally computed by a
long-term cepstral average, which is not suitable for real-time
applications. However, short-term cepstral average implementa-
tions have also been proposed. Short-term implementations
assume that the channel distortion is varying slowly compared
to the speech signal.

Other compensation techniques try to remove'ihe constant offset
by an adaptive filtering of the spectral envelopes of the
actual utterance based on previous spectral values. A possible
implementation of the compensation technique of adaptive fil-
tering is described in L. Mauuray: "Blind equalization in the
cepstral domain for robust telephone based speech recognition”,
Proc. of the Eusipco conference, Rhodes, Greece, pp. 359 - 362,
1998.

According to a third implementation of techniques for compen-
sating the influence of changing frequency responses on the
recognition performance, an estimate of the frequency response
is used to adapt the reference models used in the pattern
matching process of automatic speech recognition. Such an
implementation is e.g. known from H. G. Hirsch: "Adaption of
HMMs in the presence of additive and convolutional noise", IEEE
workshop on automatic speech recognition and understanding,
Santa Barbara, USA, pp. 412 - 419, 1997. Given an estimate of

the frequency response, the parameters of Hidden Markov Models
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- (HMM) used in the pattern matching process are adapfed in
accordance with the Parallel Model Combination (PMC) approach.

The techniques for compensating for the influence of changing

5 frequency responses known in the prior art suffer from several
drawbacks. As an example, the CMN technique can only be applied
off-line, i.e. after the whole utterance has been spectrally
analyzed. Because of this the recognition process can only be
started at the end of the utterance since the speech spectra

10 have to be buffered. This causes a considerable delay. Although
the compensation technique of adaptive filtering can be per-
formed on-line, this compensation technique also uses spectral
information of the past to compensate for distortions in the
actual utterance. Finally, the compensation technique of adapt-

15 ing the reference speech models based on an estimate of the '
frequency response cannot be easily épplied in context with
distributed speech recognition where the feature extraction is
done in separate terminals and where the extracted features are
then transmitted as data to a remote location for pattern '

20 matching.

There is, therefore, a need for a method and a device for
processing distorted short-term speech spectra which allow to
» increase the performance of automatic speech recognition.
25

SUMMARY OF THE INVENTION

According to the invention, a method of processing distorted

30 short-term speech spectra for automatic speech recognition is
provided, the method comprising providing a set of reference
speech spectra, determining the reference speech spectra of the
set of reference speech spectra which correspond to the dis-
torted short-term speech spectra, estimating a frequency re-

35 sponse taking into account both the distorted short-term speech
spectra and the corresponding reference speech spectra, and
compensating the distorted short-term speech spectra based on
the estimated frequency response.

| 26012001
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A device according to the invention for processing distorted
short-term speech spectra for automatic speech recognition
comprises a database for reference speech spectra, a processing
stage for determining the reference speech spectra correspond-
ing to the distorted short-term speech spectra and for estimat-

.ing a frequency response taking into account both the distorted

short-term speech spectra and the corresponding reference
speech spectra, and a compensation unit for compensating the
distorted short-term speech spectra based on the estimated
frequency response.

According to the invention, the expression "“speech spectra"
does not only comprise speech information in the spectral
domain, but also speech information in any domain that can be
derived from the spectral domain by a linear transformation.
For example, the expression "speech spectra" also denotes
speech information in the cepstral domain since it has been
obtained from speech information in the spectral domain by
means of a Discrete Cosine Transformation (DCT).

In the following, the expression "short-term" used in context
with speech spectra denotes a period of time which corresponds
to a typical frame length in automatic speech recognition, i.e.
several milliseconds. The distorted short-term speech spectra
are preferably processed sequentially. A sequence of speech
spectra may contain all short-term speech spectra comprised
within a single utterance which is to be analyzed by automatic
speech recognition. However, for the purpose of estimating the
frequency response not all short-term speech spectra comprised
within an utterance have to be taken into account. In many
cases it will be sufficient to base the estimation on e.g.
every second speech spectrum comprised within a sequence of
distorted short-term speech spectra. In the extreme case, the
estimation of the frequency response may be performed using a
single or only a few distorted short-term speech spectra as
input.
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The distorted speech spectra and the reference speech spectra
employed in accordance with the invention can be provided and
processed in various formats and various domains, e.g. the
spectral (frequency) domain or any domain that can be derived
from the spectral domain by a linear transformation like the
cepstral domain. According to a preferred embodiment, the
reference speech spectra are provided in the same domain in
which the frequency response is estimated. Because of this
estimating of the frequency response is facilitated because a
conversion of the reference speech spectra from one domain into
another becomes obsolete. For example, if the distorted speech
spectra are the logarithmic power density spectra log [Y(t,f)]
of an utterance and if the frequency response 1is estimated in
the logarithmic spectral domain, the set of reference speech
spectra may likewise be provided in the form of logarithmic
power density spectra S(t,f) in the logarithmic spectral do-
main.

Alternatively, the reference speech spectra may also be provi-
ded in a domain which is different from the domain in which the
frequency response is estimated. This allows to use speech
spectra which have been generated for other purposes (e.g.
model speech spectra generated for pattern matching) as refe-
rence speech spectra for estimating the frequency response.
However, in this case a conversion of the reference speech
spectra has to be performed prior to the estimation of the
frequency response. As an example, when the estimation is done
in the spectral domain and the reference speech spectra are
provided in the cepstral domain, the reference speech spectra
have to be converted into the spectral domain prior to their

use in context with the estimation of the frequency response.

The compensation of the distorted short-term speech spectra
preferably takes place in the spectral domain. However, in some
cases it can be advantageous to perform the compensation in a
domain which was derived from the spectral domain by a linear
transformation especially when the reference speech spectra are
not provided in the spectral domain.
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The estimation of the frequency response becomes more accurate
if it is based only on speech spectra which actually contain
speech. For this purpose, the speech spectra may be analyzed by
means of a speech/non-speech decision to determine if they
contain speech with a high probability. If only these distorted
speech spectra which actually contain speech are further proc-
essed in respect to determining corresponding reference speech
spectra, estimating the frequency response and compensating the
distorted speech spectra, recognition performance can be in-
creased.

Preferably, the reference speech spectra are obtained from
speech data subject to a known frequency response or subject to
low distortion. If distorted speech data subject to a known
frequency response are available, the set of reference speech
spectra may be generated by compensating the distorted speech
data based on the known frequency response. Speech data gener-
ated by means of high-end equipment and subject to low distor-
tion may directiy be converted to reference speech spectra
without any compensation steps.

The set of reference speech spectra provided for the purpose of
estimating the frequency response may e.g. be created solely
for this purpose and may be pre-stored during production of the
automatic speech recognizer in a separate database. Alterna-
tively, speech spectra which have been generated for other
purposes like pre-stored (e.g. in the case of speaker independ-
ent automatic speech recognition) or user-trained (e.g. in the
case of speaker dependent automatic speech recognition) model
speech spectra which constitute reference models for automatic
speech recognition may further be used for the purpose of

estimating the frequency response.

The frequency response is estimated taking the distorted short-
term speech spectra and the corresponding reference speech
spectra as input. Thus, prior to the estimation process, the

reference speech spectra corresponding to the distorted short-

H07-2007
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term speech spectra have to be determined. This can be achieved
in various ways. As a first example, the reference speech
spectra corresponding to the distorted speech spectra can be
determined by finding the reference speech spectra closest to

5 the distorted speech data. This can be done by calculating the
distance between a single distorted speech spectrum and every
reference speech spectrum of the set of reference speech spec-
tra. The reference speech spectrum having the smallest distance
from the distorted speech spectrum is then determined as the

10 reference speech spectrum corresponding to this distorted
speech spectrum. The distance between a reference speech spec-
trum and a distorted speech spectrum can be calculated e.g.

based on the mean square error.

15 If the set of reference speech spectra is constituted by the
model speech spectra which builds the reference models used for
automatic speech recognition, a second example for determining
the reference speech spectra corresponding to the distorted
speech spectra may consist in finding the one or more reference

20 models which match a sequence of distorted speech spectra and
by analyzing which distorted speech spectrum has been matched
during pattern matching with which model speech spectrum. The
matching model speech spectrum may then be determined as the
reference speech spectrum which corresponds to this distorted

25 speech spectrum.

According to a preferred embodiment, the reference speech
spectra corresponding to the distorted speech spectra are
determined after the distorted speech spectra have been compen-
30 sated based on a previously estimated frequency response. It
has been found that determining the matching reference speech
spectra thus becomes more accurate. However, for the purpose of
estimating the frequency response, the un-compensated, dis-

torted speech spectra are used again.
After the reference speech spectra which correspond to the

distorted speech spectra have been determined, the frequency

response is estimated using both the distorted speech spectra

, 2072007
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and the corresponding reference speech spectra as input. Sev-
eral possibilities exist for estimating the frequency response.
According to a preferred embodiment, the frequency response is
estimated based on the difference between the distorted speech
spectra and the corresponding reference speech spectra. In the
logarithmic spectral domain, the difference may be calculated
simply by subtracting the logarithmic value of a distorted
speech spectrum from the logarithmic value of the corresponding
reference speech spectrum. If two or more distorted speech
spectra are to be used as basis for estimating the frequency
response, the frequency response may be calculated by averaging
the differences over a plurality of distorted speech spectra
and corresponding reference speech spectra. The averaging can
be performed over a complete sequence of distorted speech

spectra, i.e. a complete utterance.

Although the inventive concept may also be applied on-line, a
sequence of distorted speech spectra is preferably compensated
based on the frequency response estimated for a previous se-
quence of distorted speech spectra. Such a compensation tech—'
nique is based on the assumption that the frequency response
does not rapidly change from one sequence of distorted speech
spectra to another, i.e. from one input utterance to the next
one. In order to facilitate a compensation which is based 6n
the frequency response estimated for a previous sequence of
distorted speech data, a buffer for temporarily storing an
estimated frequency response c¢an be provided. The buffer is
advantageously arranged between the processing stage and the
compensation unit of the device for processing the distorted
speech data.

To reduce the influence of possible erroneous estimations, a
currently estimated frequency response can be used for updating
a previously estimated frequency response. In other words: the
frequency response estimated for a sequence of distorted speech
spectra can be smoothed taking into account the frequency
response estimated for a previous sequence of distorted speech

23012007
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data. The previously estimated frequency response may also be

temporarily stored in the buffer mentioned above.

So far the invention was described in context with compensating
for a frequency response in the distorted short-term speech
data. Besides the compensation for the convolutional noise the
invention also relates to the compensation for additive noise
present in the distorted speech data. Preferably, the additive
noise is compensated for prior to determining which reference
speech spectra correspond to the distorted speech spectra. This
means that the distorted input speech spectra are firstly
subjected to a compensation of the additive noise and that the
thus compensated speech spectra are subsequently used as a
basis for determining the reference speech spectra, for esti-
mating the frequency response and for compensating for the
frequency response. '

The method and device described above are preferably employed
in the front-end part, e.g. in.the speech analyzing stage, of
an automatic speech recognition system. This means that at
least the estimation of the frequency response and the compen-
sation for the frequency response are performed during or
immediately after feature extraction. The speech analyzing
stage and a speech recognition stage of the automatic speech
recognition system may be arranged within one and the same
apparatus or within different apparatus. According to the
preferred aspect of distributed speech recognition, the speech
analyzing stage may be arranged on a terminal side of the
distributed speech recognition system and the pattern matching
may be performed in a central speech recognition stage of a

network server of the distributed speech recognition system.

BRIEF DESCRIPTION OF THE DRAWINGS

Further advantages and details of the invention will become

apparent upon studying the following detailed description of

26-01-2001
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preferred embodiments of the invention and upon reference to
the drawings in which:

Fig. 1 is a block diagram of a first embodiment of a device
for processing distorted short-term speech spectra

according to the invention;

Fig. 2 is a block diagram of a second embodiment of a device
for processing distorted short-term speech spectra

according to the invention; and

Fig. 3 is a schematic diagram of a distributed speech recog-

nition system according to the invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

In Fig. 1 a first embodiment of a device 10 for processing
distorted short-term speech spectra for automatic speech recog-
nition is illustrated. The device 10 is part of a mobile termi-
nal (e.g. a mobile telephone which is controllable by spoken
utterances) and comprises both a speech analyzing stage 12 and
a speech recognition stage 14. The device 10 depicted in Fig: 1
is constituted to process distorted speech spectra in the form
of consecutive sequences, each sequence of distorted speech

spectra corresponding to a single utterance.

The device 10 receives distorted speech data which were gener-
ated from an analog speech signal. In a first step, the analog
speech signal was analog-to-digital converted at a sampling
rate of 8 kHz. The resulting digitized speech signal was then
subjected to framing in order to generate consecutive frames of
speech data. The frame length is 25 milliseconds and the shift
interval, i.e. the difference between the starting points of
consecutive frames, is 80 samples. The framed speech data are
then converted from the time domain into the linear spectral
domain by means of a Fast Fourier Transform (FFT). Thus, the

short-term speech spectra of the framed speech data are ob-
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tained. The components required to obtain the short-term speech
spectra in the linear spectral domain are well known in the art
and therefore not shown in Fig. 1.

As depicted in Fig. 1, the distorted short-term speech spectra
which were converted into the linear spectral domain are first
subjected to a short-term spectral analysis in the MEL fre-
quency range in a MEL filterbank 20. In the MEL filterbank 20
the spectral band of the distorted short-term speech spectra is
divided into L subbands or channels which are equidistant in
the MEL spectral domain. Each subband has a triangular-shaped
frequency window and consecutive subbands are half-overlapping.
The number L. of subbands lies typically in a range between 15
and 30.

Behind the MEL filterbank 20 the L subbands are processed in
parallel. For the purpose of simplification, the steps follow-
ing MEL filtering in the MEL filter bank 20 are exemplarily
described for a single subband only.

The MEL filtered distorted speech spectra are fed into an
optional additive noise compensation unit 22 which compensates
for the influence of additive'background noise like it exists
in many environments, e.g. in a car. The additive noise compen-
sation unit 22 thus removes the additive noise component pres-

ent in the distorted speech spectra.

The additive noise combensation unit 22 further analyzes the
distorted speech spectra received from the MEL filterbank 20 in
order to make a speech/non-speech decision. By means of the
speech/non-speech decision it can be ensured that only those
distorted speech spectra are processed further which (with a
high probability) contain speech. The speech/non-speech deci-
sion within the additive noise compensation unit 22 can be
derived from the short-term speech energy of the distorted
speech data. Prior to FFT, the speech energies of the distorted
speech spectra may be calculated and the thus célculated speéch

energies may be compared within the additive noise compensation

e
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unit 22 with the estimated energy of the background noise.
Distorted speech spectra are used for estimating the frequency
response only if the respective speech energies lie at a prede-
fined level over the estimated energy of the background noise.

After the additive noise components within the distorted short-
term speech spectra have been removed and a speech/non-speech
decision has been made, the distorted speech spectra are sub-
jected to a conversion from the linear spectral domain into the
logarithmic spectral domain by means of a non-linear transfor-
mation block 24.

only the distorted speech spectra which actually contain speech
are then fed into a processing stage comprising a single proc-
essing unit 26. Concurrently, all distorted speech spectra are
fed into a compensation unit 28 of the device 10. In the com-
pensation unit 28 the distorted speech spectra are compensated
based on a frequency response estimated in the processing unit

26 on the basis of a previous sequence of distorted short-term
speech data.

After the compensation unit 28 compensated for the distortion,
the compensated short-term speech spectra are subjected to a
Discrete Cosine Transformation (DCT) in a DCT transformation
block 30. In the DCT transformation block 30 the cepstral
coefficients of the compensated short-term speech spectra are
calculated. In other words: the short-term speech spectra are
transformed from the logarithmic spectral domain into the
cepstral domain or cepstrum.

The pattern matching which allows to find one or more reference
models corresponding to the sequence of short-term speech
spectra output by the DCT transformation block 30 is done in a
pattern matching unit 32. The pattern matching unit 32 is
configured as a Viterbi recognizer. Albernatively, the pattern
matching unit 32 may be a neuronal network.
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An utterance 1is recognized within the pattern matching unit 32
using reference models like HMMs contained in a reference model
database 34. By means of Viterbl alignment a single sequence of
short-term speech spectra is matched in the cepstral domain
with the states of each HMM in order to find the one or a
sequence of HMMs which best match the sequence of short-term
speech spectra. The corresponding HMMs are subsequently output

as recognition result as indicated in Fig. 1.

In the following, the process of estimating the frequency
response is described in more detail with reference to the
processing unit 26, a database 36 and a buffer 38 of the device

10 depicted in Fig. 1.

As previously mentioned, the output of the non-linear transfor-
mation block 24 is not only input into the compensation unit 28
but is concurrently input into the processing unit 26. The
database 36 is constituted as a spectral vector codebook and

contains a set of reference speech data.

Upon receipt of the distorted speech spectra from the non-
linear transformation block 24, the processing unit 26 deter-
mines separately for each subband the reference speech spectra
corresponding to the distorted speech data. This is done by
finding for every distorted speech spectrum the corresponding
reference speech spectrum which is closest to the distorted
speech spectrum. For the purpose of finding a corresponding
reference speech spectrum for a distorted speech spectrum, the
distorted speech spectrum is first compensated based on a
previously estimated frequency response and the corresponding
reference speech spectrum is then determined based on the
compensated speech spectrum. The reference speech spectra
closest to a specific compensated speech spectrum can e.g. be
found by means of vectra algebra well known in the prior art.
As an example, the closest reference speech spectra may be
determined by calculating the mean square error over the whole

MEL spectrum.
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The database 36 has a typical size of 32, 64 or 128 entries. In
the case of a MEL filterbank 20 with 24 subbands (L = 24) and
quantizing each speech spectrum with one byte, the database 36
having e.g. 64 entries would require 1.536 bytes of memory. The
reference speech spectra contained in the database 36 were
obtained from speech spectra which was processed up to the non-
linear transformation block 24 as outlined above with reference
to the distorted speech data. However, the equipment used for
generating the reference speech spectra was chosen such that
the reference speech spectra were only subject to as low a
distortion as possible. Therefore, the thus generated reference

speech spectra can be considered as '"clean" speech spectra.

After the processing unit 26 has determined the reference
speech spectra corresponding to the distorted speech spectra it
estimates the frequency response of the current transmission

channel. The frequency response is estimated in the logarithmic
domain according to

log [|H(£)]%) = ¥ ¥ {log(Y¥(t,f)]-log[S(t,£)]}
t

where Y(t,f) stands for the distorted short-term speech spectra
and S(t,f) stands for the corresponding reference speech spec-
tra determined by the processing unit 26. The sum over t repre-
sents the accumulation of spectral differences between the
distorted speech spectra and the corresponding reference speech
data. The factor 1/T serves for averaging or normalization to
the length of the sequence of distorted speech spectra respec-
tively the number of distorted speech spectra taken into ac-
count. During the averaging or normalization only those speech
spectra are taken into account which contain speech with a high
probability.

As has become apparent from the above, tﬁe frequency response
H(f) is estimated taking into account the distorted speech
spectra comprised within a sequence of distorted speech spectra
of a single utterance. The frequency response estimated for a

sequence of distorted speech spectra is transferred from the




10

20

30

Telefonaktiebolaget LM Ericsson (publ) EP-85 779

P14195/EED100124

processing uﬁit 26 into the buffer 38 where it is temporarily
stored until a following sequence of distorted speech spectra
corresponding to the next utterance is fed into the compensat-
ing unit 28. In the compensation unit 28 a current sequence of
distorted speech spectra is then compensated using the fre-
quency response stored within the buffer 38 and relating ﬁo a
previous sequence of distorted speech spectra.

The compensating for the frequency response within the compen-
sation unit 28 is done in the logarithmic spectral domain by
subtracting the freguency response estimated for a previous
sequence of speech spectra from the distorted speech spectra of
a current sequence of distorted speech spectra in accordance
with

log(Sis1(t,£)] = log[Yi+1(t,£))-log[|H;i(£)|?)

where (i+1) denotes the (i+1)th frame of distorted speech
spectra and i stands for the previously estimated frequency

response.

To reduce the influence of possible erroneous estimations the
estimated frequency response may be smoothed by recursively
updating a previously estimated frequency response in accor-

dance with
log{ |H; (£) 2] = a-logf!H;_1(£)]?) + (1-a)-log[|Hi(£)|?)

where o is a factor less but close to 1, i denotes the cur-
rently estimated frequency response and (i-1) denotes the
previously estimated frequency response. The smoothing of the
frequency response is preferably performed in the processing
unit 26.

In Fig. 2, a second embodiment of a device 10 for processing
distorted short-term speech spectra for automatic speech recog-
nition is illustrated. Since the device 10 according to the

second embodiment has some similarities with the device of a
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first embodiment, correspondiﬁg elements have been denoted with

the same reference signs.

The device 10 according to the second embodiment deviates from
the device of the first embodiment in that a different set of
reference speech spectra is used and in that there is an addi-
tional 1link 44 between the speech recognition stage 14 and the
speech analyzing stage 12.

According to the second embodiment depicted in Fig. 2, the
frequency response is estimated using the spectral information
which is contained in the reference models (HMM) of the auto-
matic speech recognition system. Thus, the database 34 contain-
ing the user-trained or pre-defined HMMs is simultaneously used
as database for reference speech spectra. This means that the
set of reference speech spectra is constituted by the model
speech spectra ffom which the HMMs within the database 34 are
built.

According to the second embodiment, the reference speech spec-
tra corresponding to the distorted speech spectra are deter-
mined as follows. '

After having recognized an utterance in-the‘pattern matching
unit 32, the matching in the vViterbi alignment is used to
define the "best" sequence of HMM states which‘represents the
input speech data. It is thus analyzed which speech spectra
inpuﬁ into the pattern matching unit 32 has been matched to
which state of an individual HMM. This is done in the cepstral
domain by means of the analyzing unit 40 which communicates
with the pattern matching unit 32. The. cepstral parameters of
the matching HMM state are then fed from the analyzing unit 40
into an IDCT unit 42 which performs an inverse Discrete Cosine
Transformation (IDCT). Thus, the reference speech spectra are
converted from the cepstral domain into the logarithmic spec-
tral domain and can be readily used by the processing unit'26

for estimating the frequency response. The processing unit 26
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and the analyzing unit 40 constitute together a processing
stage of the device 10 depicted in Fig. 2.

The frequency response is estimated in the processing unit 26
based on the reference speech spectra received from the IDCT
unit 42 and the corresponding distorted speech spectra in the
logarithmic spectral domain. Again, only those speech spectra
are considered which contain speech with a high probability. It
is necessary to temporarily store the distorted speech spectra,
for which the reference speech spectra are determined in the
analyzing unit 40, in the processing unit 26 until the corre-
sponding reference speech spectra are received by the process-
ing unit 26 from the IDCT unit 42. This procedure is applied to
the whole utterance and averaging is subsequently performed
over all short—-term estimates. The estimated frequency response
is then used to compensate the next sequence of distorted
speech spectra as outlined.above with respect to the first
embodiment.

In Fig. 3, an embodiment of a Distributed Speech Recognition
system (DSR) 100 according to the invention is illustrated. The
DSR 100 comprises a network server 102 which communicates with
a plurality of terminals 104 via wired or noﬁ-wired communica-
tion links 106. The terminals 104 can be configured as mobile
telephones or conventional wired telephones.

Each terminal 104 comprises a speech analyzing stage 12 as
described above with reference to Figs. 1 and 2. A correspond-
ing speech recognition stage 14 in accordance with Figs. 1 and
2 is located within the network server 102. The distorted
short-term speech spectra are processed within the speech
analyzing stages 12 of the terminals 104 up to the generation
of the cepstral coefficients. Cepstral coefficients are then
decoded within the terminals 104 and transmitted via the commu-
nication iinks 106 to the network server 102. The network
server 102 decodes the received cepstral coefficients. Based on

the decoded cepstral coefficients pattern matching is performed
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within the speech recognition stage 14 of the network server

102. Thus, a recognition result is obtained.

If the DSR 100 depicted in Fig. 3 comprises the speech analyz-
ing stage 12 and the speech recognition stage 14 depicted in
Fig. 2, the communication links 106 have to be configured such
that the cepstral reference speech spectra determined by the
speech recognition stage 14 can be transmitted back to the
terminals 104 where the IDCT transformation is performed.

Although the invention has been described with reference to
Fig. 3 for a distributed speech recognition system, the devices
10 depicted in Figs. 1 and 2 may also be arranged in a conven-
tional automatic speech recognition system where the speech
analyzing stage 12 and the speech recognition stage 14 are
positioned at the same location.

6022
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1. A method of processing distorted short-term speech spectra
5 for automatic speech recognition, comprising
a) providing a set of reference speech spectra;
b) determining the reference speech spectra which corre-

spond to the distorted short-term speech spectraj
o) estimating a frequency response taking into account
10 both the distorted short-term speech spectra and the
corresponding reference speech spectra;
d) compensating the distorted short-term speech spectra

based on the estimated frequency response.

15 2. The method according to claim 1,
further comprising analyzing the distorted speech spectra
by means of a speech/non-speech-decision and performing
steps b), c) and d) of claim 1 only with respect to the
distorted speech spectra which contain speech.
20 |
3. The method according to claim 1 or 2,
wherein the distorted speech spectra are compensated in
the spectral domain or any domain that can be derived. from
the spectral domain by a linear transformation.
25
4, The method accordirng to one of claims 1 to 3,
wherein the set of reference speech spectra is obtained
from speech data subject to a known frequency response or

subject to low distortion.

5. The method according to one of claims 1 to 4,
wherein the reference speech spectra corresponding to the
distorted speech spectra are determined by finding the

reference speech spectra closest to the distorted speech

wd

h

spectra.
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6. The method according to one of claims 1 to 4,
wherein the set of reference speech spectra is constituted
by model speech spectra from which reference models for
automatic speech recognition are built.

7. The method according to claim 6,
wherein the reference speech spectra corresponding to the
distorted speech spectra are determined by finding the one
or more reference models matching a sequence of distorted
10 speech spectra and by analyzing which model speech spectra
matches the distorted speech spectra.

8. The method according to one of claims 1 to 7,
wherein for the purpose of determining the reference
15 speech spectra corresponding to the distorted speech spec-
tra the distorted speech spectra are compensated based on

a previously estimated frequency response.

9. The method according to one of claims 1 to 8,
20 wherein the frequency response is estimated based on the
difference between the distorted speech spectra and the

corresponding reference speech spectra.

10. The method according to claim 9,

25 wherein the frequency response is estimated by averaging
the differences over a plurality of distorted short-term
speech spectra and the corresponding reference speech
spectra.

30 11. The method according to one of claims 1 to 10,
wherein a sequence of distorted speech spectra is compen-
sated based on the frequency response estimated for a pre-
vious sequence of distorted speech spectra.

35 12. The method according to one of claims 1 to 11,

further éomprising smoothing the frequency response esti-

mated for a sequence of distorted speech spectra taking

25012001
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into account the frequency response estimated for a previ-

ous sequence of distorted speech spectra.

13. The method according to one of claims 1 to 12,
3 further comprising compensating for additive noise in the
distorted speech spectra prior to determining the refer-
ence speech spectra.

14. A device (10) for processing distorted short-term speech
10 data for automatic speech recognition, comprising
- a database (34, 36) for reference speech spectra;
- a processing stage (26, 40) for determining the ref-
erence speech spectra corresponding to the distorted
short-term speech spectra and for estimating a fre-

—
w

quency response taking into account both the dis-
torted short-term speech spectra and the correspond-
ing reference spéech spectra;

- a compensation unit (28) for compensating the dis-
torted short-term speech spectra based on the esti-

20 mated frequency response.

15. The device according to claim 14, '
further comprising a buffer (38) for temporarily storing

the estimated frequency response.

25
16. A terminal (104) comprising a speech analyzing stage (12)
with
- a database (34, 36) for reference speech spectra;
- a processing stage (26) for determining the reference
30 speech spectra corresponding to the distorted short-

term speech spectra and for estimating a frequency
response taking into account both the distorted
short-term speech spectra and the corresponding ref-

erence speech spectra;

(9%}
N
1

a compensation unit (28) for compensating the dis-
torted short-term speech spectra based on the esti-

mated frequency response.
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: 17. A distributed speech recognition system (100) comprising
at least one terminal (104) according to claim 16 and a
network server (102) with a central speech.recognition
stage (14).

wh
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Method and Device for the Automatic Recognition

of Distorted Speech Data

A method and a device for processing distorted short-term
speech spectra for éutomatic speech recognition is described.
The method comprises providing a set of reference speech spec-
tra, determining the reference speech spectra of the set of
references speech spectra which corresponds to the distorted
short-term speech spectra, estimating a frequency response
taking into account both the distorted short-term speech spec-
tra and the corresponding reference speech spectra, and compen-
sating the distorted short-term speech spectra based on the

estimated frequency response.
(Fig. 1)
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